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Abstract
Grid computing is a means of allocating the comipartal power of a
large number of computers to complex difficult cargiion or
problem. Grid computing is a distributed computiparadigm that
differs from traditional distributed computing inat it is aimed toward
large scale systems that even span organizatiomahdaries. This
paper proposes a method to achieve maximum faldtatece in the
Grid environment system by using Reliability comsation by using

to handle vast amounts of available information emdhanage
computational resources. Examples of areas wheds pave
been successfully used for solving problems inclbia#ogy,
nuclear physics and engineering. A Grid enablessthering,
selection, and aggregation of a wide variety ofgyaphically
distributed resources. Stand-alone system is ptonerash.
These individual components in a distributed cormgusystem

Replication approach and Check-point appro&ahult tolerance is an . : ; . '
important propertyfor large scale computational grid systems, whef@ay fail without stopping the entire computing syst
geographically distributed nodes co-operate to @beea task. In order Computational grid consists of large sets of dieers

to achieve high level of reliability and availahili the grid
infrastructure should be a foolproof fault toleraBince the failure of
resources affects job execution fatally, fault talee service is
essential to satisfy QOS requirement in grid commgutCommonly
utilized techniques for providing fault toleranae gob check pointing
and replication. Both techniques mitigate the arh@firwork lost due
to changing system availability but can introduggnificant runtime
overhead. The latter largely depends on the lenftbheck pointing
interval and the chosen number of replicas, resmdgt In case of
complex scientific workflows where tasks can exedat well defined
order reliability is another biggest challenge hesaof the unreliable
nature of the grid resources.

Keyword: Grid Computing, Checkpoint, Replication, Fault-
tolerance

1. Introduction

Grid computing enables aggregation and sharing
geographically distributed resources and data iatsingle
virtual machine for solving the large-scale proldemvhich
require more computational power. Grid can be dsednany
applications like medical imaging and diagnosispnietrics,
satellite image processing. Grid has many designess like
scheduling, data management, resource managenseui;ty,
load balancing and fault tolerance. Grid jobs agy\targe and
our grid environment is more likely to have failureo fault

geographically distributed resources that are gedupto virtual
computers for executing specific applications. s humber of
grid system components increases, the probabilifpitures in
the grid computing environment becomes higher tiah in a
traditional parallel computing scenario. Computemsive grid
applications often require much longer executionetiin order
to solve a single problem. Thus, the huge compuyiitgntial of
grids, usually, remains unexploited due to thescsptibility to
failures like, process failures, machine crashes] aetwork
failures etc this may lead to job failures, viatati timing
deadlines and service level agreements, denialseo¥ice,
degraded user expected quality of service.
management is a very important and challenging dad
application developers. It has been observed thatraction,
timing, and omission faults are more prevalentrid.g

2f Need for Fault-tolerance

Fault tolerance is an important property in Grignpaiting as
grid resources are geographically distributed irffedent
administrative domains worldwide. Also in large{gcgrids, the
probability of a failure is much greater than iraditional
parallel systems. Since grid applications run invery
heterogeneous computing environment, fault toleraris
important in order to ensure their correct behavidhe

Thuslt fau

management becomes more important to give a Qualfity development of correct grid applications is difftcuwith
Service (QoS) like deadline and budget, to gridr.uBeie to traditional software development methods. Henceméb
large size of jobsijt may also be the case that the cost angethods can be beneficial in order to ensure thairectness
difficulty of finding and recovering from faults ifGrid and structure their development from specificatidn
applications is higher than normal applicationse Tarm fault implementation. Fault tolerance is the ability ofsgstem to
tolerance means to continue the work correctlyhim ppresence perform its function correctly even in the preseatéaults. The
of fault. Computational grids have become a popular approachault tolerance makes the system more dependable.
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complementary but separate approach to increasendapility

is fault prevention. This consists of techniquesichs as
inspection, whose intent is to eliminate the cirstamces by
which faults arise. A failure occurs when an actuaining

system deviates from this specified behavior. Thase of a
failure is called an error. An error representsrasalid system
state that does not comply the system specificaflére error
itself is the result of a defect in the system awltf In other
words, a fault is the root cause of a failure. Hoere a fault
may not necessarily result in an error; nevertlelédse same
fault may result in multiple errors. Similarly, angle error may
lead to multiple failures.

Research on fault tolerance in the grid environnoamt divide
its mechanism into two main types: pro-active apdtactive.
Proactive fault tolerance mechanism takes into @atcdhe
failure of grid resource before scheduling jobgyad resources,
like replication approach. On the other hand, tlstactive
mechanism takes appropriate action after the jdoré like
check pointing approach. So mainly there are twor@gches,
Replication base approach and Check-point base@agipr Fault
Tolerance approach requires three main stepsydailatection,
failure notification and failure recovery. Failudetection is the
phase between the failure occurrence and the tinvghich the
failure is discovered. Failure notification is tphase between
the failure detection and the instant in which reodesponsible
for recovering the failure are notified. Failurecogery is the
phase between failure notification and the time/irich the pre-
failure working conditions are recovered.

3. I'ssues

In a distributed real time system or in generaljtféolerance is
the technique to give the required services inpghesence of
fault or error within the system. The aim is to @véailures in
the presence of faults and provide services asgagrirement.
In fault tolerance the fault is detected first anegovers them
without participation of any external agents. Thainmissue in
fault tolerance is how, where, and which techniguesing to
tolerate fault in distributed system. In any reaie distributed
system there are three main issues.

1. Feadibility- this means that a task running should be finishega
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failures or systematic attacks, without impactingtomers or
operations.

3. Scalability —it is about the ability to handle growing amount
of work, and the capability of a system to incredseal
throughput under an increased load when resoureesdaed.
Now the question arise how these faults can bectimteand
removed or tolerated from different environment. task
running in distributed environment should be firgdhon its
deadline. It may be hard or soft depend on taslkireqent. In
hard deadline a task should be finished by its kteadharply
but in soft deadline task can finished nearby éadline. Many
types of fault and failure arise in a system, sydtshould be an
appropriate method which can tolerate such prohldmshis
paper various technique for tolerating differentulfaare
discussed.

4. Fault tolerance appr oaches

Grid computing has many fault tolerance approacdwse of
which are as follows.

4.1 Replication

It is a technique based on an inherent assumgiatrany single
resource is much susceptible tailure as compared to
simultaneous failure of multiple resources. Unlildheck
pointing thereplication avoids task re-computation by executing
several copies of the same task on mttren one compute
stations. The job replication and determinationtted optimal
number ofreplicas involves many technical considerations Th
task replication in grids has been studied A number of
approaches have been used to implement replicatiogrid
computingenvironment. Replication, is the process of sharing
information by which it can ensure consistency lestw
redundant resources (i.e. software or hardware oaes), to
improve reliability, fault-tolerance, or accessiyil Job
replication is the method of replicating job on tiplé servers
such as in grid computingervice is capable of receiving jobs,
executing them, performing checksum operationshemt and
sending theaesult back to the client. Fig.1 shows a distridute
network in which every server S can communicateatch other
and each server is connect to multiple clients Gol&\can be
distributed to servers for operation and resulbé&k to the
Data Replication is also commonly used ultf

on its deadline even though there is a fault insystem. Dead arance mechanisms to enhance availability ind Gike

line in real time system is the major issue becdhbsee is no
meaning of such a task which is not finishing befats
deadline. So the question is that which methoa ibet applied
by which the task can finish on deadline in thespree of fault.

2. Reliability- in real time distributed system reliability meang,, hines. and

availability of end to end services and the abit@iyexperience

environments where failures are more likely to @accu

In this data is stored on multiple storage deviassa replica.
Data replication may be synchronous or asynchromtsend
upon data consistency. Components are replicatediftarent
if any component or machine failn theat
application can be transferred and run on anothachine
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having the required components. Data Replicationaliso

commonly used by fault tolerance mechanisms to ms&ha
availability in Grid like environments where faikg are more
prone.

Fig. 1 Distributed System with multiple clients asetvers.

4.2 Checkpoint

The checkpoint is one of the most popular techrégogrovide
fault-tolerance on unreliable systems. It is a rdcof the
shapshot of the entire system state in order toanteshe
application after the occurrence of some failutee Theckpoint
can be stored on temporary as well as stable sotdgwever,
the efficiency of the mechanism is strongly dependm the
length of the checkpointing interval. Frequent dpainting
may enhance the overhead, while lazy checkpointiag lead
to loss of significant computation. It is the prssdgo saving
from complete execution of a task. It checks thmeptance test,
if fail then go to previous checkpoint instead afgmning.
Hence, the decision about the size of the checkipginnterval
and the checkpointing technique is a complicatezk tand
should be based upon the knowledge about the afiplicas
well as the system. Therefore,various types of kbaating
optimization have been considered by the reseasckay., Full
checkpointing, Incremental checkpointing, Uncoruil
checkpointing,  Dynamic checkpointing, Synchronoasd
asynchronous checkpointing etc. A check point maysystem
level, application level, or mixed level depends ds
characteristics. Check-pointing is also categoriaedthe basis
of In-transit or orphan message. These are Uncoatel
Checkpointing, Coordinated Check-pointing, an
Communication-induced Check-pointing. Check-poigtialso
can be classified is based on who instruments fipdication
that do the actual capturing and re-establishing tio¢
application execution state. These are Manual dodertion,
Pre-compiler check pointing, Post-compiler checkiong. A
check point may be local or global on the basishefr scope.
Check-point for separate process is local checkpaimd a
check-point applied for set of processes is cajjiedbal check-
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point. Check-pointing have some demerits such asckch
pointing causes execution time overhead even ifettege no
crashes. The cost of writing check-point data tblst storage
whenever a check-point is taken is called the cipeikting
cost.

5. Conclusion

In the light of above survey, fault tolerance playsimportant
role in order to achieve availability and reliatyiliof a grid
system. Replication and Check pointing are the majo
techniques used in any fault-tolerant grid managermsgstem.
Replication provides better reliability and imprdveesponse
time. In this paper it is tried to achieve the mmaxim fault
tolerance by using Reliability consideration. Rieligy defects
generally are failures that might occur in the fatunside a
system that has been working well so far. The tgbito
checkpoint a running application and restart idatan provide
many useful benefits like fault recovery, advancedources
sharing, dynamic load balancing and improved servic
availability. In case of dependent task grid (wtokf grid) fault
tolerance can be handled at two levels i.e. tasklland
workflow level.

It is very different to detect a fault in distrilegt system as
compare with uniprocessor. Fault tolerance techescare also
depending upon its occurrence. In this paper varimliable
fault detection and fault tolerance methods ardoggd. There
are three things in real time distributed systenictvishould be
kept in mind when fault tolerance is applying. Tdeare
reliable, scalable and feasible. In real time disted system
feasibility of a task is much important becausedhe a dead
line defined for every task and the task shouldifished on or
before its deadline even there is a fault in thstesy.
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