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Abstract
In this paper, we present a physical implementatfoiRandom
Peer-to-Peer (RP2P) communication for useaimultiple-
robot system and analyze its performance. Traditipn
multiple-robot systems have either broadcast athefr inter-
robot communication or have avoided explicit comioation al-
together. RP2P communication, on the other hanbwsl
efficient system-level communication while retampithe error-
correction capabilities of peer-to-peer connectionsWe
demonstrate that RP2P communication can be impladen
with off-the-shelf components. MRS as large asrtots are
investigated and it is demonstrated that messags es high
as 50 messages/second are easily achievable usti®y T
connections and 802.11B wireless interface.
Keywords: Robotics, Peer to Peer system,
Communication.

[. INTRODUCTION

Implicit

The robots that compose a multiple-robot system
(MRS) must explicitly communicate with each other if
they are tademonstrate truly cooperative behavior [1].
Without explicit communication, individual robots are
limited to inferring the internal states of thedatmmates
through passive observation. This latter form of
communication is known a@mplicit communication.
Traditionally, inter-robot communication has been
implemented explicitly using broadcast communiaaio
or implicitly via stigmergic [2] interaction.

A message that is broadcast is received by albteob
within range of the sender, regardless ofdétevance

to them. Thus the application layer of evergbat
within a system must process every messageishat
received in order to determin@hether the message
was intended for it or not, as it is thetual content of a
message that would determine its relevance. Fyrénesr

correction is not practical when messages are
broadcast, as the multiple recipients have no meéns
coor-dinating their acknowledgments back to thedsen
Becauseof this, broadcast communication at best is
limited to shortmessages that are not mission-critical, as
their delivery intact - or at all - can not be agsl In
centralized MRS, a central control robot concelya
could control the access to the broadcast aabnt
what about decentralized MRS? In a decentralized
MRS [3], no robot is in charge. With multiple robot
competing for access to the channel, datésion is
inevitable without some scheme for sharing the
wireleﬁ(s spectrum. Further, because messages could
originate from any member of the system, the nunaber
messages transmitted per unit of time would in@eas
with system population size, placing an ever insirgg
demand on the robots’ application layers. We are
interested primarily in explicit communicati@rthin

a decentralized MRS. Explicit inter-robot
communication in decentralized MRS is difficult to
implement since the behavior of these systems aserg
from the local interactions of the individual robot
(bottom-up) rather than from a single leader's c@nds
(top-down). Our previous work introduced
a communication scheme to implement
communication in a decentralized MRS alonghwé
characterization of its
behavior based upon a mathematical and sionota
based analysis [4]. We call this scheme Randoet-Pe
to-Peer, or RP2P. In this paper, we present a stdidy
RP2P’s performance based on physical experimbats
were carried out using
multiple physical robots and commonly avaiabl
802.11B wireless network interfaces. We are not
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concerned withwhat is communicated between robots.
Rather, our goal is to verifthat, under some realistic
assumptions, RP2P with negligible
delay is realizable in a real-world environmerithw
easily obtainable, off-the-shelf components. Wdlfer
derive the characteristics of RP2P as network
contention (e.g., MRS population size and message
transmission rate) increases.
The remainder of this paper is laid out as follos.
the next section, we present an overview of RP2P and
summarize the aspects of its behavior that we
experimentally verify in thisvork. In Sections Ill and
v, we describe the hardware and
software that were used to conduct our experimasats
well as describe how the data from our experiments is
analyzedto produce our results. Section V presents
our immediate experimental results and Section VI
provides a discussion of
these results along with some of the broader issues
which they are relevant. We close this work with a
summary of our conclusions in Section VII.

II. AN OVERVIEW OF RANDOM
PEER -TO —
PEERCOMMUNICATION

In Multiple Robot System  researchwhat is
communicated by a robot and how that communicated
information affects the performance of system
usually is what is of interest. It is important to
understandow informationis communicated often is
somewhat of an afterthought; as long as the
information from A to B in a timely fashiand
uncorrupted without degrading system performartoe, t
medium of choice is of little concern.

Conversely, our research into RP2P communication is
aimed at identifying efficient and robust means of
moving informa-tion about a decentralized MRS. We
are concerned not with
what actually is transmitted but with how it gets to
B.from A Robots communicating via RP2P
periodically send mes-sages to randomly chosen
teammates. These messages are sent directly from
originator to recipient in a single hop. The peroig of
RP2P is captured in the notion of “commgation
rounds”: a period of time over which a robot dan
expected to transmit a message. We denote thehlengt

of a communication round bycom . Every Tcom

seconds, eactobot randomly selects a teammate and
sends it a messagelhis all is carried out
asynchronously; Robot-A’'s curremommunication

196

round might end right now, while Robot+Bight not
send a message until sometime in the future.

All robots use the same value ©fom . Thus, in a

properly functioning RP2P system, messages will be
sent continuously and yet all robots will haegual
access to the wireless medium without any eitplic
centralized coordination. Unlike broadcast
communication, RP2P messages are addressed to
specific individuals at the IP-layer, so messadferfing

can be carried out by network interfaces without
burdening therobots’ application layers.Our earlier
analysis of RP2P presented two interestingltep].
First, information can be shared across & de
centralized MRS in logarithmic time with respect to
system population. Second, except for MRS where the
population size is trivially small, the individualembers

of a MRS carrying out RP2P will experience the same
volume of message traffic regardless of their sp&e
population size. Specifically, the probability aricular

robot receivingk messages per com-munication round is

relatively constant and rapidly converges itcs the
population size increases.

In our earlier analysis, it was assumed tlat
infinite bandwidth communication channel was avdda
to the robots. Of course, in the real-world, thisuid not

be the case and it is obvious that the value.gf , the

system population-size and
the bandwidth of the communication channel areteela
and likely governed by a relationship similar to

Equationl,whersmsg is the maximum message size,

Swifi IS
transmitted

the wireless protocol's overhead that gets
along with a message,

nr is the number of robots in a system, aBdthe
bandwidth of the wireless channel.

(Smsg + Swifi ) ‘N [Tecom < B
Whether or not a physical MRS can be made
com-imunicate via RP2P (that is, can the robots share a
wirelesschannel simply by asynchronously exchanging

@)

messages witkach other periodically as set fym ),
and whether or not
individual robots will be overloaded with messages
what we will be verifying in this work. The shariraf
information in logarithmic time will implicitly be
verified through the verification of these othtsvo
performance metrics.

[ll. EXPERIMENTAL SETUP

IJCSMS
WWW.ijcsms.com



IJCSMS International Journal of Computer Science a Management Studies, Vol. 11, Issue 02, Aug 2011 197

ISSN (Online): 2231-5268
Www.ijjcsms.com

In this section, we describe the hardware and soéw
that were used to implement a physical system
analyze the behavior of real-world RP2P commuiunat
Our robots’ controllers were based around éh#bedded
computer. More specifically, we combined a
embedded computer along with a Compact-Flash
802.11B wireless card for each robot’s controllEhnis
computer features a 2.4 MHz Intel P-IV proces2@B
memory and the Linux operating system. Our
experiments were conducted on a private ad-haer{p
to-peer) wireless LAN. All of the robots remed
stationary within a few meters of each other thoa
duration of a trial.

The robots were programmed in C using gcc. All camm
nication was implemented with system calls to the
standard socket.h library. The layout of the progia
illustrated by the flowchart in Figure 1. The robots
first carry out annitialization, which sets up sockets to
listen on, etc., and then
wait until they receive a “start” command broadcas
over a UDP port from a central controller. Once the
“start” commandis received, the robots record their
local time and treat this
recorded time as, t for the remainder of the trial. All
peer-to-peer communication is carried out via TCP,
which guarantees that all messages will arrivehatrt
destination without errorThe robots are provided
with a time to use as,m for the trial at run-time.
Everyt.omz 15% seconds, a robot will randomly select a
teammate and send it a message. The +15% varigtion
the periodicity of transmissions keeps the indival-
robots’ transmissions asynchronous with respect to
their teammates’ transmissions. In between their
transmissions, the robots receive any messagestsent
them by their teammates.

For every message that a robot sends or receiMegsi
the time at which it was sent/received along with the
IP of the sender/recipient and a rolling 8-bit.tage
tag is used tadentify individual messages in both their
originator’'s sent-log and their recipient’s receiveg.
The time logged for a sent message is the timettteat
system call to send() returns. The time logged for
received messages is the time at which the syssdintoc
recv() is made, which is made immediately following
the return from the call taccept () .

Tcom  Population Size Message
Length

1.0s 2 robots 4
bytes

0.5s 6 robots 256
bytes

0.2s 10 robots

0.1s

0.05s

0.02s

0.01s

TABLE | EXPERIMENTAL VARIABLE VALUES

IV.METHOD OF ANALYSIS

The first step in analyzing the data from a givaalt
was to merge the robots’ individual trial logs in&o
single master Iog. It was assumed that any lack of
synchronization between the robots’ individual Itria
clocks was negligibleFrom the merged logfiles, the
mean time Between tramsissions by individual
robots was computed, along with its variance. Wi wi
refer to the measured time between a robot's
transmissions ag °" to differentiate it fromreom, , the
time that the robots were instructed use as thear-
transmission time. We next compute the Prohiﬂ}il

of a robot receiving different numbers o s
per communication roundn our earlier work, to
simplify our theoretical models, wassumed that all of
the robots’ communication rounds were synchronized.
However, one of the advantages of RP2Fhasit is
asynchronous. We define a functigri €om ﬁgfor a
given trial as shown in Equation 2. Note that" is
used in Equation 2 ratheErlthegam.

oo t<o
f.com() =1 0<t<t®" 2)

Next, we define a second functiday (t), that

is the sum of a set of Dirac delta functions; one
centered about each time in the log that a
message was received by the particular robot
under analysis. The definition dfec (1) is
given by Equation 3.

Sfrec (t) = i=a st -1 3)
It has a stair-step shape, the amplitude of
which indicates the rate at which messages are
being received.
frmsgs/r(t) = frec (1) * fr (1) (4)

V. EXPERIMENTAL RESULTS

In this section, we present the results of our
experiments. In the next section we put these tesul
into context with the broader issues that surroRf@P
communication. In all of our experiments, V@und
that there was no
difference between the systems that were excharding
byte messages and those that were exchanging 286-by
messages.

For any given communication round, the actual titret

a robot would wait before transmitting a messagddo

differ from Tcom by as much as+15%, so in the
ideal case, weannot expectscom to be zero.
If we treat the length @& communication round as a
random variable with uniforndistribution over [Tcom
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= 15%, Tcom + 15%)], then we knowhat
o = (1.15Tcom = 0.85Tcom )2 /12. plots

com /T¢®M along with the expected value of the

normalized standard deviations. It clearly dan seen
that the curves corresponding to the three system

populations diverge from the expected valueofom

freom at the largest value @fom .

The lines corresponding to the 6- and 10-robotesgyst
track the predicted standard deviation well untie t
communication round drops below 0.2 seconds, a
which point they rise rapidly. The same phenoomen

occurs in the 2-robot systemhenTecom is set below

0.02 seconds. Note that the cungresponding to the
10-robot trial rises slightly before that of thediot trial.

Were more trials conducted withom Vvaried about the

range[0.2, 0.5], we suspect that we would see the 10-
robot curve begin to rise steeply slightly earliban it
does in The sudden increase in standard deviatitin
cates that messages no longer are being transmitted
regularly and thus the assumptions required by our
earlier theoretical analysis of RP2P no longer are
satisfied.

VI. DISCUSSION

In this section, we will discuss the significancetloe
experimental results presented in the precedintjopec
Table Il summarizes the performance for each of the
trials that we conducted with respect to the sucaas
failure of the system to exhibit proper RP2P betrawive

will divide our discussionnto two parts. First, we will
discuss trials in which RP2Pcommunication
performed as expected. Then we will cover
those situations in which the system’s behavior was
not asintended. We labeled a trial a succesg;ifftcom

is closecom to its predicted value (refer to Figure 4) and
if Tcom = ToOoM

No differences were found between the 4- and 236-by
trials with regards to the success or failure of a
configuration.

tcom 2-Robots 6-Robots 10-

Robots

1.0s success success
success

0.5s  success success
success

0.2s success  success
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success
success
failure
success
failure
success
failure
failure
failure

TABLE I

0.1s

0.05s
0.02s
0.01s

failure
failure
failure

failure

Our experimental results demonstrate that RP2P is a
viable communication scheme for MRS as lorg a
the value oftcom is made large enough to accommodate
system population size and wireless channel barttiwid
In the cases where we labeled a trial a success, th
measured probabilities of robots
receiving different numbers of messages per
communication round were precisely what our
theoretical analysis of RP2P predicted. That tleda
4-byte and 256-byte trials were virtually
indistinguishable suggests that the maximum usable
message size is significantly larger than 256e&y{at
least before the message size has any measurédte ef
on system performance). The results of Anastaal.et
suggest that we should see no degradation in
performance if we increase the sizes of the indiaid
messages sent by the robots up to 1024 bytes og.mor
Given their detailed analysis of 802.11B
ad hoc networks, message sizes as largeQas 1
kilobytes would not be unreasonable with @urrent
system under ideal conditions. Note that moreaaded
wireless networking protocols likely would increabds
upper bound significantly. In those trials wheRP2P
performance degraded, we believe that it whs t
overhead of 801.11B that primarilyas responsible. It
must be pointed out, though, that RP@es not fail
catastrophically whemeom is set too low. The wireless
channel simply slows down as the robots toy
transmit messages too frequently. Since the standar
system call send() blocks (e.g., does not return until
the messagdéhas been buffered by the kernel), the
system simply slows
down to accommodate the weakest link in the chEtie.
main drawback of trying to run RP2P too quicklythe
system will lose the elegant, predictable behattat
otherwise would have existed.

Since there are no performance gains to be had by
settingTcom too low (e.g. trying to communicate too
frequently), it would be desirable to identify the
minimum Teom that asystem could sustain. Figure 4
illustrates that settingcom too low could be detected
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easily on-line via the variance imter-transmission
time. The members of a decentralized MRS
communicating via RP2P should be able to adapt thei
working value for 1com on-line to maximize the data
transfer over the wireless medium.

VII. CONCLUSIONS

In this paper, we have demonstrated via physical
experiments with real wireless networks that Random
Peer-to-Peer communication is practical with comiyion
available, off-the-shelf components. We succelssful
implemented RP2P with 2-, 6- and 10-robot systents a
our results suggest that considerably larger MR@dco
utilize this communication scheme.
We identified two key variables that affect the
performance of RP2P: the number of robots that
populate a system and thate at which they transmit
their messages. Additionally, a third
variable, message size, should play a part in the
performance of the scheme, but the values invdstiga
in our experiments produced inconclusive resulte W
also found that MRS of all population sizes canrdeg
RP2P performance by attempting to transmit messages
faster than the chosen wireless protocol can handle
Robots withina MRS are able to detect whether or
not the rate at whickhey are sending messages is
violating the assumptions of RP2P, so there isaason
why adaptive RP2P could not be implemented that
would adjust in real-time to maximize data transtes
while retaining the elegant, predictable behavior
of RP2P.

802.11B is by no means the ideal implementatioadf
hoc networking for RP2P. It is, however, inexpeasiv
readily avail-able and widely supported. There a$sno
reason why any other wireless protocol that supgport
peer-to-peer networking could not also be used to
implement RP2P. The results detailed within thipgra
suggest  that most existing MRS could
utilize RP2P to enable robust robot-robot commuioca
and therefore cooperation, without any hardware
modifications.
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